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Nimbus III launched on  
13 April 1969 T(z) with SIRS 

M. Tepper: First vertical 
profile of T from NOAA 
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New UCLA Model: July, 1969 
Submitted: August, 1969 
Published: September, 1969 
Editor of JAS: R. Jastrow (GISS) 
Associate Editor: S. I. Rasool (GISS) 
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NIMBUS III  16-30 June 1969 
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NIMBUS III : 1-15 May, 16-31 July, 3-17 October 1969, 21Jan-3Feb 1970 
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Number of instruments 
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J. Charney & J. Shukla (1977, 1981) 

“Above all, we consider that attempts at longer-range 

prediction in low latitudes should concentrate first on the 

observation and prediction of fluctuations in such variables 

as sea-surface temperature, vegetative cover, albedo and 

ground moisture.  Such observations can in principle be 

made from polar orbiting or geostationary satellites.” 

Center of Ocean-Land-
Atmosphere studies 

Monson Dynamics, Cambridge University Press,  
Editors: Sir Jame Lighthill and R. P. Pearce 



Influence of Land Surface Influence of SST Anomalies 

SST anomaly Q anomaly Circulation anomaly 
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1982-83

1988-89

Rainfall

Zonal Wind

1988-89

1982-83
The atmosphere is so strongly 
forced by the underlying ocean 
that integrations with fairly large 
differences in the atmospheric 
initial conditions converge, when 
forced by the same SST (Shukla, 
1982). 
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INFLUENCE OF OCEAN 
ON ATMOSPHERE

–  Tropical Pacific SST

–  Arabian Sea SST

–  North Pacific SST 

–  Tropical Atlantic SST

–  North Atlantic SST

–  Sea Ice

–  Global SST (MIPs)

INFLUENCE OF LAND 
ON ATMOSPHERE

–  Mountain / No-Mountain

–  Forest / No-Forest (Deforestation)

–  Surface Albedo (Desertification)

–  Soil Wetness

–  Surface Roughness

–  Vegetation

–  Snow Cover

(Thanks to COLA!)
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“The excessive winter and spring snowfall in the Himalayas is prejudicial to the 
subsequent monsoon rain fall in India.”   H.F. Blanford, 1882
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“The excessive winter and spring snowfall in the Himalayas is prejudicial to the 
subsequent monsoon rain fall in India.”   H.F. Blanford, 1882
“These observations were later substantiated.”    Walker, 1910
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Skill scores derived from 
75 independent 1-month 
warm-season forecasts. 
All forecasts used well-
predicted SSTs but 
unrealistic atmospheric 
initial conditions. 
Transformed forecasts: 
Use of semi-empirical 
observations-based 
forecast adjustment 
Koster et al., J. Hydromet., 5, 1049-1063, 2004. 
Koster et al., Mon. Wea. Rev., 136, 1923-1939, 2008. 

99% significance 99.9% significance

without realistic 
land initialization

with realistic land 
initialization

without realistic 
land initialization

with realistic land 
initialization
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When regional 
vegetation anomalies 
are large, they improve 
prediction of monthly-
seasonal precipitation 
in 1/3 of cases.  Half of 
cases show no change, 
and 1/6 are worse 
(1986-1995 period, all 
areas of globe). 

Gao, X., P. A. Dirmeyer, Z. Guo, and M. 
Zhao, 2008: J. Hydrometeor., 9, 348-366 
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1998 JFM SST [oC]

JFM SST Climatology [oC]

1998 JFM SST Anomaly [oC]



Red - El Nino winters
Blue - La Nina winters
Dashed - observations
Solid - model  (9 member ensemble)

Maximum value of the intensity of storms affecting the southeastern United States 
(storms are identified from an EOF analysis of daily precipitation).  Values are the 
principal components scaled so that the model and observed EOFs have the same 
total variance.  Units are arbitrary.  The PDFs are the fits to a Gumbel 
Distribution. (Schubert et al., GMAO)



Vintage 2000
AGCM



Courtesy of Dan Paolino
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2003

2004

2005

2006

The European GEMS project 
provided a 5-year CO2 reanalysis 
based on AIRS observations.

The follow-on MACC project will 
also assimilate IASI, GOSAT, and 
other new instruments.

Monthly mean column-averaged 
CO2 for August



23 March, 00UTC 25 March, 12 UTC

Background forecast

Analyses with ESA/SCIAMACHY SO2 retrievals
Center of Ocean-Land-
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DVD with 10yr global 1° land-
surface data sets for 50 
different variables, including 
soil moisture and temperature 
at 6 levels.

•  Includes documentation, data 
(NetCDF monthly and climatological; 
daily for soil moisture and 
temperature only), sample images, 
and GrADS software. 

•  Monthly data include inter-model 
standard deviation as well as multi-
model mean. 

•  Complete daily data online (see: 
www.iges.org/gswp/). 

October 2006 BAMS
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Net annual imbalance between incoming solar radiation and 
outgoing long wave radiation (ERBE data). Positive values 
indicate downward flux.  
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(mm2)

Observed CMAP 
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Daily data  
Used: 18 million 
Recd: 300 million  

Number of instruments  



ECMWF is utilizing less than 10% of daily 
satellite data (18 million out of 300 million) 
because insufficient computer power and 
scientific staff. Each instrument’s data 
assimilation requires unique and additional 
work.  

Model has coarse resolution compared to 
satellite data.   

Center of Ocean-Land-
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Model sensitivity versus model relative entropy for 13 IPCC AR4 models. Sensitivity is defined as the surface air temperature 
change over land at the time of doubling of CO2. Relative entropy is proportional to the model error in simulating current climate. 
Estimates of the uncertainty in the sensitivity (based on the average standard deviation among ensemble members for those 
models for which multiple realizations are available) are shown as vertical error bars. The line is a least-squares fit to the values.

J. Shukla, T. DelSole, M. Fennessy, J. Kinter and D. Paolino 
Geophys. Research Letters, 33, doi10.1029/2005GL025579, 2006 



Bjorn Stevens, UCLA
World Modelling Summit, ECMWF, May 2008



Bjorn Stevens, UCLA
World Modelling Summit, ECMWF, May 2008



Fundamental barriers to advancing weather and 
climate diagnosis and prediction on timescales from 
days to years are (partly) (almost entirely?) 
attributable to gaps in knowledge and the limited 
capability of contemporary operational and research 
numerical prediction systems to represent 
precipitating convection and its multi-scale 
organization, particularly in the tropics. 
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(Moncrieff, Shapiro, Slingo, Molteni, 2007) 
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Article in Nature, May 2008 



•  The largest obstacles in realizing the potential predictability 
of weather and climate are inaccurate models and 
insufficient observations, rather than an intrinsic limit of 
predictability. 
–  In the last 30 years, most improvements in weather forecast skill 

have arisen due to improvements in models and assimilation 
techniques 

•  The next big challenge is to build a hypothetical “perfect” 
model which can replicate the statistical properties of past 
observed climate (means, variances, covariances and 
patterns of covariability), and use this model to estimate the 
limits of weather and climate predictability 
–  The model must represent ALL relevant phenomena, including 

ocean, atmosphere, and land surface processes and the interactions 
among them 

Center of Ocean-Land-
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1.  Planetary Scale Resolving Models (1970~): Δx~500Km 

2.  Cyclone Resolving Models (1980~):       Δx~100-300Km 

3.  Mesoscale Resolving Models (1990~):       Δx~10-30Km 

4.  Cloud System Resolving Models (2000 ~):      Δx~3-5Km

Organized 
Convection 

Cloud 
System 

Mesoscale 
System 

Synoptic 
Scale 

Planetary 
Scale 

Convective 
Heating MJO ENSO Climate 

Change 
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 Coupled Ocean-Land-Atmosphere Model ~2015 
~1 km x ~1 km (cloud-resolving) 
100 levels 
(Unstructured, adaptive grids) 

~100 m 
10 levels 
Landscape-resolving 

~10 km x ~10 km (eddy-resolving) 
100 levels 
(Unstructured, adaptive grids) 

Assumption: 
Computing power 
enhancement by a 
factor of 106 
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Masaki Satoh, Hirofumi Tomita, Hiroaki Miura, Shinichi Iga and Tomoe Nasuno, 2005: J. Earth Simulator, 3, 1-9. 

Closest attempt to global cloud resolving model so far … 

  54 layers, top at 40 km 
  15-second time step 
  ~ 1 TF-day per simulated day 

  Ocean-covered Earth 
  Geodesic grid 
  3.5 km cell size, ~107 columns 

Running on Earth 
Simulator 

Center of Ocean-Land-
Atmosphere studies 



Matsuno (AMS, 2007) 
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200 km
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(b) Coupled model (2 degree)
- Climatology -



Oouchi et al. 2009: (a) Observed and (b) simulated precipitation rate over the Indo-China 
monsoon region as June-July-August average (in units of mm day -1). The observed 
precipitation is from TRMM_3B42, and the simulation is for 7km-mesh run. 

Center of Ocean-Land-
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Yelick, U.C. Berkeley 
World Modelling Summit, ECMWF, May 2008 



Peak Rate: 10 TFLOPS 100 TFLOPS 1 PFLOPS 10 PFLOPS 100 PFLOPS 

Cores 
1,400 
(2006) 

12,000 
(2008) 

80-100,000 
(2009) 

300-800,000 
(2011) 

6,000,000? 
(20xx?) 

Global NWP0:  
5-10 days/hr 

18 - 29 9 - 14 4 - 6 2 - 3 1 - 2 

Seasonal1:  
50-100 days/day 

17 - 28 8 - 13 4 - 6 2 - 3 1 - 2 

Decadal1:  
5-10 yrs/day 

57 - 91 27 - 42 12 - 20 6 - 9 3 - 4 

Climate Change2:  
20-50 yrs/day 

120 - 200 57 - 91 27 - 42 12 - 20 6 - 9 

Range: Assumed efficiency of 10-40% 
0 - Atmospheric General Circulation Model (AGCM; 100 levels) 
1 - Coupled Ocean-Atmosphere-Land Model (CGCM; ~ 2X 
AGCM computation with 100-level OGCM) 
2 - Earth System Model (with biogeochemical cycles) (ESM; ~ 
2X CGCM computation) 

* Core counts above O(104) are unprecedented for weather 
or climate codes, so the last 3 columns require getting 3 
orders of magnitude in scalable parallelization (scalar 
processors assumed; vector processors would have lower 
processor counts) 

Thanks to Jim Abeles (IBM) 



Examples of International Collaboration 

•  CERN: European Organization for Nuclear Research 
 (Geneva, Switzerland) 

•  ITER: International Thermonuclear Experimental Reactor 
 (Gadarache, France) 

•  ISS: International Space Station  
  (somewhere in sky..) 

WHAT ABOUT CLIMATE PREDICTION? 
Center of Ocean-Land-

Atmosphere studies 



1. Computational Requirement: 
- Sustained Capability of 2 Petaflops by 2011 
- Sustained Capability of 10 Petaflops by 2015 

Earth Simulator (sustained 7.5 Teraflops) takes 6 hours for 1 day forecast 
using 3.5 km global atmosphere model; ECMWF (sustained 2 Teraflops) 
takes 20 minutes for 10 day forecast using 24 km global model 

2. Scientific Staff Requirement: 
-  Team of 200 scientists to develop next generation climate model 
-  Distributed team of 500 scientists (diagnostics, experiments) 

A computing capability of sustained 2 Petaflops will enable 100 years of 
integration of coupled ocean-atmosphere model of 5 km resolution in 1 
month of real time 

Center of Ocean-Land-
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THANK YOU!

ANY QUESTIONS? 
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Surface flask 
observations provided 
by T. Conway (NOAA/
ESRL) 

OCOAIRS Flux error 
reduction (red is 
better) from an 
OCO-like 
sounder will be 
much larger than 
for AIRS, as 
illustrated by this 
simulation.

Flux error simulations provided by Katja Hungershoefer (LSCE) 

The flux 
inversion using 
the AIRS 
assimilation as 
input improves 
the surface 
fluxes, although 
not as much as 
the surface flask 
network.

Validation with CERES 
campaign (C. Gerbig) 



The 60’s Inspiration for GARP
•  From address before the General Assembly of the U N
    President John F. Kennedy, September 25, 1961
    “ As we extend the rule of law on earth, so must we also  extend it to man's 

new domain--outer space.
    To this end,…. We shall propose further cooperative efforts between all 

nations in weather prediction and eventually in weather control. We shall 
propose, finally, a global system of communications satellites linking the 
whole world in telegraph and telephone and radio and television.”

•   WMO formally establishes GARP in 1967. B. Bolin Dir. 
•  NAS Report: Plan for US participation in GARP,1969



The 70’s
•  Simulation studies related to GARP show feasibility of 

observing system to improve weather forecasts. (BAMS 1970) 
•  FGGE: First GARP Global Experiment launched Jan. 1979



Colloquium  in Bld’g 3  1978�
•  Prof. Jules Charney: Dynamic meteorology icon



Conclusion

•  “….When we think of NASA, we think of Space 
Rockets, Astronauts, Robots, but the real future of   
NASA lies in Information Technology. “

                               Administrator Dan Goldin



Heavy Snow 

Light Snow 



Mean Monsoon 
Rainfall 

Rainfall Change 
due to Snow 
Anomalies 

Zhou et al. 1994



Nimbus 2/3  provides first annual net radiation budget:�
    Raschke , Bandeen and Van Der Haar�
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DJF 

JJA 

Annual mean rainfall 
based on station data 
over land and 
infrared satellite 
imagery over the sea.















Predictability over Land from 
Soil Moisture and Feedbacks 

•  Red in north in winter = frozen soil.  Not “true” predictability. 
•  Any yellow-orange colors mean memory of one month or longer. 
•  Even blue-green areas may have extra harvestable predictability on 

sub-seasonal (beyond deterministic) time scales based on knowledge 
of land state (ICs for forecasts). 

•  Studies like this suggest where observational networks should 
focus.  

Dirmeyer, P. A., C. A. Schlosser, and K. L. Brubaker, 2009: J. Hydrometeor. 10, 278–288.  



Precipitation: 
Skill (r) of 
monthly 
forecasts 

Skill scores derived from 
75 independent 1-month 
warm-season forecasts. 
All forecasts used well-
predicted SSTs but 
unrealistic atmospheric 
initial conditions. 
Transformed forecasts: 
Use of semi-empirical 
observations-based 
forecast adjustment 

Koster et al., J. Hydromet., 5, 1049-1063, 2004. 
Koster et al., Mon. Wea. Rev., 136, 1923-1939, 2008. 

without realistic 
land initialization

with realistic land 
initialization

99% significance 99.9% significance

without realistic 
land initialization

with realistic land 
initialization







US Global Atmospheric Research Program Plan (NAS)�
        Chairperson,  Prof. Jules Charney MIT

•  Program for Global Observing System
      The system will be an international undertaking. US is and will continue to 

contribute many of the components of the system. In addition, we propose 
the US undertake two programs to assist the WMO in adopting a precise 
date for the First Global Experiment and the configuration of sensors.

 k
First , conduct a series of Observing Systems Simulation Experiments 

consisting of computer evaluations of various alternative system 
components for the purpose of ascertaining forecast performance of 
alternative systems  taking into account  continuous assimilation of data 
inhomogeneous in space and time. 

Second, conduct a Global Observing System Pacific Test, suggested for about 
1973 to observe and analyze simultaneous operation of a number of key 
elements of the global system over a limited portion of the Earth. 



       Real time Data Systems Test 1976
Nimbus 6 Instruments Payload: June 1975
•    ERBS (Earth Radiation Budget Sensor)
•    ESMR (Electrically Scanning Microwave Radiometer) GSFC
•    HIRS (High-Resolution Infrared Radiation Sounder )NESDIS
•    LRIR (Limb Radiance Inversion Radiometer) NCAR
•    PMR (Pressure Modulated Radiometer)
•    SCAMS (Scanning Microwave Spectrometer)MIT
•   T+DRE (Tracking and Data Relay Experiment)
•   THIR (Temperature-Humidity Infrared Radiometer)
•   TWERLE (Tropical Wind Energy Conversion 
       and Reference Level Experiment) NCAR
NOAA/NMC provides data assimilation and global forecast
U/WISC provides McIDAS cloud tracked winds LeRC transmits A/C winds
GISS processes sounding  temperatures transmitted from GSFC in real time



The 90’s
•  HST,ROSAT, UARS,TOMS, TRMM, Seawiffs
•  HPCC Grand Challenge Teams and Earth Science Modeling Framework 

(ESMF)
•  Beowulf Clusters 1994 Open S/W linux
•  EOSDIS v0 and Seawifs processing systems, RACs 
•  COBE Processing (Lifting the veil of god)
•  Scientific Visualization Studio  
•  A. Diaz recognizes IS&T by establishing Ass’t Director of Information 

Science and CIO at Center level and approves IS&T colloquium and 
Excellence in IS&T award in Nov. 1999.



J.Fischer 000403 (all JPEG)

Ensemble Calculations for Seasonal Forecasting 
Max Suarez/GSFC, NASA Seasonal to Interannual Prediction Project (NSIPP)
http://nsipp.gsfc.nasa.gov/ 
Goal: Establish the degree to which clusters of 

PCʼs may reduce the cost of ensemble 
forecasting. 

Computation of one simulated day using a 288x180x22 
grid run on 32 processors of:

Cray T3E-600

Requires:
20 minutes 10 minutes

The 32 processor Linux cluster cost $120K in mid 1999, making it 
roughly 3 times more cost effective than the Origin. 

Origin 
2000

theHive (Linux 
cluster of PCs)

29 minutes

The PC cluster approach is now commercially offered.  It allows 
the latest PC chips to be made available in the computing center 
for high end applications as soon as they are available to the 
public.

For the NSIPP atmospheric model, a cluster of 
commodity PCʼs provides performance similar to 
commercial products, but at significantly lower cost. 

Since ensemble members are independent 
they can be run in parallel.  18 runs, using 32 
processors each, would efficiently utilize 576 
processors. Such work can be done cost 
effectively on 18 small clusters, reserving 
large, tightly coupled supercomputers, such 
as the T3E, for tasks in which independent 
calculations cannot be so readily organized.

Forecast anomalies of the upper level flow 
of the 1983 El Nino event.  

Results produced by NSIPP atmospheric model 

The panels show nine realizations taken at random 
from an 18-member ensemble forecast.  Anomalies 
over North America are very similar in all members. 
Over the North Atlantic, however, there is 
considerable random variability. Ensemble forecasts 
are required to distinguish between these situations. 

Creation of the Linux cluster: John Dorband/GSFC
Porting to the Linux cluster: Tom Clune/SGI
Porting to the Origin: Jim Abeles/SGI, Tom Clune/
SGI
Timing on the T3E: Max Suarez/GSFC

Ensemble 1   Ensemble 2   Ensemble 3  

Ensemble 7   Ensemble 8   Ensemble 9  

Ensemble 4   Ensemble 5   Ensemble 6  

Technology Highlight HPCC/Earth and Space Science (ESS) 
Project



The 60’s: 
•  TIROS 1,2,3,…7,  Nimbus 2,3,  Explorers14-41, ATS 1-5
•  President Eisenhower views 1st successful weather satellite images from 

TIROS 1 in April, 1960
•  GISS moved to NY in  1961 adjacent to Columbia Univ. in the 

Interchurch Center with Robert Jastrow as Director
•  President Kennedy proposes to  UN an  international weather program, 

Sept 1961
•  First map of global net radiation from TIROS 2/3  by I. Rasool and Cloud 

distributions by A. Arking , both 1964
•  GSFC/GISS procures their 1st supercomputer; IBM 360/95s
•  First IR sounding profile from Nimbus 3, April14, 1969 leading to 1st 

GCM model  study to assimilate global sounding profiles. Charney, et. al.,
1969



“The excessive winter and spring snowfall in the Himalayas is 
prejudicial to the subsequent monsoon rain fall in India.”

H.F. Blanford, 1882

“These observations were later substantiated.”
Walker, 1910

“Snowfall has lost its power.”
I.M.D., 1960



 Energy Balance at Top of Atmosphere

•  Net annual imbalance between incoming solar radiation and outgoing 
long wave radiation (ERBE data). Positive values indicate downward 
flux. 



CCSM 3.5 @ 2.0° and 0.5° Resolutions:�
Asian Monsoon Rainfall Climatology

June - August  
rainfall (mm d-1; colors) and 
ω700 (Pa s-1; contours) 
from 1980-2030 simulations (a & 
b) 
and observations (TRMM for 
rainfall and ERA40 for ω700) 

Courtesy of Peter Gent


